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Abstract

The Hawaiian Islands consist of dramatic terrairanges over short distances, resulting in a vargdtgnicroclimates in
close proximity. To handle these challenging cood#, weather models must be run at very fine cadrtind horizontal
resolutions to produce accurate forecasts. Compariat demands require WRF to be executed in pdralethe Maui
High Performance Computing Center's Mana systefapaerEdge M610 Linux cluster. This machine has2 ddmpute
nodes, each with two 2.8 GHz quad-core Intel® Netmgbrocessors and 24 GB RAM. Realizing maximunonoeshce on
Mana relied on the determination of an optimal nembf cores to use per socket, the efficiency ofvdl only
implementation, an optimal set of parameters foamive time stepping, a way to meet the strictitalyequirements
necessary for Hawaii, effective choices for prooessnd memory affinity, and parallel automation haijues for
producing forecast imagery.

|. INTRODUCTION

The telescope operations on Haleakala are highpentient on weather conditions around the Hawasgiamd of Maui.
The telescopes cannot be used under a variety rafitaans, including high wind speeds, heavy cloudsnfall, high
relative humidity, and high levels of optical tulboice. Even when these conditions are within aeptable range to allow
operations, they can diminish the effectivenestheftelescopes. In order to efficiently schedulesope operations, a
timely accurate weather prediction is extremelyugble. Current forecasts that are available froemNlational Weather
Service (NWS) give good indications of approachstgrm fronts but only at the medium-coarse levé)-32 km
resolution). Because of the location of the telpssocon Maui, this can be insufficient for their dee

The additional benefit of having access to an ateuiorecast is that they can perform some operatiecheduling for
the telescope facilities. For example, if unacdeletaveather conditions are predicted, they can ptamtenance. This
allows the facility to function more effectively saving time and ultimately operating expense.

[I. NUMERICAL WEATHER M ODELING

The numerical weather model (NWM) used for thisjgecbis the Weather Research and Forecasting (VWWRieel [1],
[2]. It was chosen because it has many desiralplakibities:

Handles multiple nested grids.
Excellent data assimilation routines.
Excellent initialization routines.
Operates in parallel for faster execution.

e\

The nested grid capability allows a coarse gritbéarun over a large area (of less interest oveopen ocean) in less
compute time while still being able to operate gdiner grids on smaller areas (of great interestr the Hawaiian Islands
where terrain changes can dramatically changeont slistances), rather than using a fine grid aveery large area at a
high computational cost. Observation data ingettgdhe WRF-Variational (WRF-Var) [3] data assimiet routine
allows for a “hot start,” which means less spintupe for the WRF simulation. The WRF Preprocessygtem (WPS) is



the first step to initialize the model for real @aimulations. Finally, the ability for the WRF ns&ddo be run in parallel is
crucial because it allows the production of highetation output in a reasonable time frame (whenftinecast produced
by the simulation is still a prediction).
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Figure 1: WRF Modeling System Flow Chart
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The best way to understand how the WRF model operigt to explain the main routines it uses to agdisim a
numerical simulationFigure 1 is a flow chart of the main routines usethe WRF model. Focus will be given to WPS,
REAL, ARW (Advanced Research WRF) model, and latstypost-processing and visualization tools. W& d¢ollection
of programs: The static fields and grid domaires specified in the first program, “geogrid.” Thetemxal analysis and
forecast data are decoded from the GRIB (GRIddedr$) format with the “ungrib” program in WPS. Tfieal program
in WPS is “metgrid,” which horizontally interpolateghe data from “ungrib.” The output data from WRBSassed to
REAL, which converts the output of WPS into a fotrogeable by the WRF model. The WRF model is thento
generate the numerical weather simulation oved#séred area. The output data can then be posegsed and visualized
with a variety of utilities.

[11. SETUP AND AREA OF INTEREST

The WRF model is a fully compressible, non-hydriistenodel (with a hydrostatic option) utilizing tam-following
sigma vertical coordinates. In this simulation wi# use:

1. 55 vertical levels from the surface to the 10-rbdli (mb) level with a bias towards levels belowiggma of 0.9
(close to the surface). High vertical resolutioméeded at the lowest levels to resolve the armabati, katabatic
flow and nocturnal inversion in the near surfagetd4], [5].

2. The Betts-Miller-Janjic cumulus parameterizatiohesoe [6] is used for the 54 and 18 km resolutiomaios. For
the rest of the finer resolution domains no paraniedtions are used. It is an appropriate paratiaate&n scheme
for this level of resolution.

3. The Mellor-Yamada-Janjic Planetary Boundary Lay@Bl) scheme [6] for all domains. It is a one-dimienal
prognostic turbulent kinetic energy scheme withalo@rtical mixing.

4. 4.The Monin-Obukhov (Janjic Eta) surface-layeresuob. Eta similarity; based on Monin-Obukhov with
Zilitinkevich thermal roughness length and standandilarity functions from look-up tables.

5. The RRTM (Rapid Radiative Transfer Model) for lowgve radiation. An accurate scheme using look-bfesafor
efficiency. Accounts for multiple bands, trace gasad microphysics species.



6.

7.

8.

The Dudhia scheme for shortwave radiation: A sing@esnward integration allowing for efficient clowhd clear-
sky absorption and scattering.

A 5-layer soil ground temperature scheme. Tempegati predicted in 1, 2, 4, 8, and 16 cm layersh iked
substrate below using the vertical diffusion ecurati

The Ferrier (new Eta) microphysics: the operationarophysics in NCEP models; a simple efficiertiesne with
diagnostic mixed-phase processes.

The area of interest is the Hawaiian Islands bexdhis prediction is intended for the operatorghef telescopes on
Haleakala. Two major items must be handled in otdgproduce a useful accurate forecast. First,sthulation must
include a significant area surrounding the Hawaliglands in order to capture storm systems earlySmatondly, the
Hawaiian Islands contain a variety of microclimaites very small area. Some islands have rainferwithin a few miles
of deserts; some have 10,000+ feet summits onlgva rhiles away from the coastline. To effectively dabthese
conditions, the WRF simulation must be run at a/\are resolution. To satisfy both requirementsiested grid approach
must be used. The WRF model uses a conventionaleksting scheme for two-way interactive domaings Hflows the
finer resolution domains to feed data back to therser domains. The largest domain covers an drappsoximately
7000 km by 7000 km at a 54 km grid resolution. Fég2 displays how the grid is then nested dowr8tarid 6 km around
the Hawaiian Islands and then down to 2 km for exdhe 4 counties.

Figure 2: Nest Domain Structure

1V. DAILY OPERATIONS

Every night at midnight Hawaiian Standard Time (BLISTPERL script is run to handle the entire operatecessary to
produce a weather forecast and post it to the HalaaWeather Center web paddtp://weather.mhpcc.edithosted by
MHPCC. The script executes the following steps:

NookrwhE

Determine and download the latest global analylsis from NCEP for a 48-hour simulation.

WPS processes the downloaded data into format lesbgREAL.

REAL processes the data files from WPS into a fermsaable by the WRF model.

Submit the parallel WRF run to MHPCC'’s 2.8 GHz Nehabased Linux System (“Mana”) for execution.
Average daily run on 2 nodes requires ~3.00 hours.

Simulation data is output in 1-hour increments.

Simulation data is processed in parallel to crea&ful images for meteorological examination.



8. Convertimages to a web viewable format.
9. Create the web pages these images will be posted on
10. Post web pages and images to MHPCC's web site.

Most of these stages are self-explanatory, but segeire additional information. Step 1 can requioee time as the
script is downloading 9 distinct, 24 to 26 MB glblamalysis files from NCEP. This can affect thediiih takes for the
entire process to complete as the download timeveay based on the NCEP ftp site, web congestiad, MHPCC's
connectivity. In addition, the data is posted te tCEP ftp site starting at 11 P.M. (HST) and catglany time from
11:45 P.M. to 12:00 P.M. (HST); hence the scripgatup with a means to check the “freshness” antpteteness of the
files to be downloaded. Step 4, job submissiorhardled through a standing reservation for 2 nqdegsrocessors, 16
cores) starting at 12:30 A.M. (HST). This ensurtest the model will be run and completed at a realslentime in the
morning. Step 7, data processing, includes thecelsoof fields to be output to the web. Current cesiare: temperature,
wind speed & direction, relative humidity, and falh A more detailed description is given below:

1. Surface temperature (° Fahrenheit at 2 meters).

2. Surface wind (Knots at 10 meters).

3. Relative Humidity (% with respect to water): Thisldl provides the relative humidity at the lowegginsa level
(.99). Sigma of .99 conforms to an Elevation ofréters (315 ft) above sea level (see Figure 3 goalize the
terrain conforming sigma levels).

4. Hourly accumulated rainfall (mm).
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Figure 3: Terrain conforming sigma vertical levels

Additional capabilities have been added to the gse®f obtaining the forecasts [7] include:

1. Highly reliable (fault-tolerant) script.

2. Script retrieves the most recent pre-processing @avbal analysis, observational data, etc).
3. Script handles parallel image and data post-praug$sr web posting.

The fault-tolerant script ensures that the openatvdl adjust and continue even in the face of emreor will report that



there is a process ending error. The script has egten to be smart enough to retrieve the Igtestprocessing data if it
is not already present on the system; this enstivas the simulation will have the most recent datal/or avoid
downloading data that is already present. Pariafiage and data processing (through the use of phddesses) has been
shown to achieve a 6 times speedup on 1 node witle@ssors (8 cores). This type of parallelisroved] the capability of
plotting more fields without significantly increagj the total image processing time with the addibbmore nodes/cores.

V. WEB OUTPUT

Now that the above processes have created imdmgssiiust be made available for the telescope apsrfg], [9]. This
is accomplished by posting to the MHPCC web patip;/lweather.mhpcc.edu. The title page (Figurgi¥gs the user the
option of what model, domain, and resolution theyld like to examine.

Facilities b orecasts Contact

DOMAINS

State and Individual WHE,

Cotintios Resolution (Forecast Period)

Alllstands 4, 18, 6 km (48 HRS)

Hawall 2 km (48 HRS)

MauilHaleakala

2 km (48 HRS)

2 km (48 HRS)

2 km (48 HRS)

Figure 4: Haleakala Weather Center Homepage

From the title page, the user can select from WIRISland forecasts at resolutions of 54, 18, aridrf as well as 2 km
resolutions for all 4 counties (Hawaii, Maui, Oaland Kauai). Once one of the above has been sejette user is
transported to a regional web page that initialiglides an image of the surface wind speed andtiirein the selected
area.

On the regional web pages (see Figure 5 and Fgjthe viewer can select to see the previous gt ineage, through
the use of small JavaScript. If the viewer prefars,animation of the images (in 1 hour incremen#s) be started and
stopped. Finally, the user can select any of theliiomages from a pull-down menu. If the viewerula like to change
the field being examined, a pull-down menu on #fedide of the page will transport the user tortte@n menu to choose a
different field, domain, or domain from a differanbdel.
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VI. SCHEDULING AND BENCHMARKING

In order to produce daily operational forecaststrict schedule must be maintained and a choicd brisnade as to
how many nodes (and cores) will be utilized for thedel’s execution. In order to determine this,dienarks were done
to determine the processing time, the paralletigfficy, and the node hour cost. Processing timeexasiined so that we
may maintain the schedule needed to produce aytidagly forecast. The goal of having the forecastdy before 8 AM
(HST) would be helpful for operators to determingchedule for the current and following eveninge&pup and parallel
efficiency were examined to determine the most-effsictive choice (see Tableefror! Reference source not found.
and Table 2). There are some details that mustaoiéied for these benchmarks:

1. The “Mana” Linux cluster consists of 1,152 computedes, each with two 2.8 GHz quad-core Intel® Netmal
processors and 24 GB RAM (3 GB/core), for a grantdl tof 9,216 compute cores. It uses a high spetedcdonnect
dual data rate InfiniBand to provide low latencigthbandwidth, and low CPU overhead; this allowsdrcellent
scalability between Mana’s nodes.

Each node consists of 2 processors with 4 coreprpeessor for a total of 8 cores per node.

3. Parallel run times are implemented using MPI lis(OpenMPI) only. Hybrid MPI and OpenMP runs peried

significantly worse and were discarded as a viapl&on [10].

The run time is average of 5 runs.

Speed up is calculated from the sequential run tlivided by the parallel run time.

Core cost is calculated by multiplying the run tilmethe number of cores used. This cost assumésileais only

being charged for the cores utilized, not for tkel@sive use of the whole node.

7. Exclusive node core cost is calculated by multipdythe run time by the total number of cores fobnatles even if
a subset of these cores is utilized. This metrieisded because exclusive use of the node is laegdssit to reach
its maximum performance potential.

8. The runs that use 1 node, 1 processor, and 1 cerdesignated as 1 node, 1 core per processorl &oidl core.
This is different than the runs that are 1 nodegrke per processor and 2 total cores; this run 2ggecessors per
node with 1 core per processor.

N

o0k

The REAL code was run in parallel using MPI libesriand benchmarked (Table 1). Although it doedaia long to
process it was run in parallel since the nodes atready reserved and the total exclusive node cost is less than a
sequential run. The savings were only 25 secontishieuspeedup was 2.92 times; more importantly nibée cost was
only 1.733 minutes as opposed to the sequential cost of 5.067 minutes. Clearly there is a lossffi€iency as more
cores are used per node, but the exclusive no@ecost drops as more cores are used within a siegle. When the code
is run across nodes the performance takes a hit.oVerhead associated with running this code agrodss is just too
much to achieve any performance worth the node cost

Table 1: REAL Benchmark

Nodes| Cores| Total | Time: Speed | Efficiency | Cost: Cost:
Per Cores| Average | Up (%) Core Exclusive
Proc (s) Minutes Node

Core Minutes

1 1 1 40 0.95 95.09 0.66}7 5.333
1 1 2 26 1.46 73.19 0.86f 3.447
1 2 4 21 1.81 45.29 1.40D 2.8Q0
1 4 8 13 2.92 36.59 1.73B 1.733
2 1 2 46 0.83 41.39 1.53B 12.2¢7
2 1 4 37 1.03 25.79 2.46[ 9.8¢47
2 2 8 43 0.88 11.09 5.73B 11.4¢7
2 4 16 47 0.81 5.19 12.538 12.583

Sequential Performance
1] 1] 1] 38 1.00 100% 0.63B 5.047




The WRF code was run in parallel using MPI librarend benchmarked (Table 2). A variety of nodec@ssors per
node, and cores per processor combinations wemiegd. The sequential time is displayed at thednotof the table;
note that although its core cost is the smallestllafuns (because of MPI library overhead) it asuch higher exclusive
node core cost. A 1 node 1 processor 1 core rurdeas to show the overhead for using the MPI libgrit showed 95%
efficiency. Next, testing was done of single nogefgrmance using multiple cores. There is a dropfiitiency as more
cores are used. The drop is minimal for 2 coresnimre significant for 4 and 8 cores. The mostljikeason for this drop
in performance is the increased synchronizatiorrtmerd and less available memory bandwidth per peowden high
core counts are used [11], [12], [13]. Although #ifigiciency has drop to 48.7% for 1 node with 8asrthe exclusive node
core cost is still the lowest of all cases examj&d37.12 core hours this yields a total annuataf 13,215 core hours.
Given that the goal of returning a forecast by 8 Ahlh still be reached with this configuration (takéhnours and 38
minutes on average), it is the optimal choice retyaning that run time and exclusive node core catshe reason why
parallel computing is useful and cost efficienttis project.

Table 2: WRF Benchmark

Nodes| Cores | Total | Time | Speed| Eff. Cost: | Cost:

Per Cores | Avg. up (%) Core Excl.

Proc (s) Hrs Node

Core

Hrs
1 1 1| 68560 0.9 95.0%  19.04 152.p6
1 1 2| 35798 184 90.9% 19.49 79.p5
1 2 4 24115 2.70 67.5% 26.19 53.p9
1 4 8| 16705 390 48.7% 3712 3742
2 1 2| 36694 1.74 88.8% 20.38 163.p8
2 1 4| 22417 291 72.6% 2490 99.p3
2 2 8| 13442 4.89 60.6% 29.97 59.Y4
2 4 16| 12189 534 33.4% 5417 547
3 1 3| 26288 248 82.6% 21.91 175.p5
3 1 6| 16572 3.93 655% 27.2 110.p8
3 2 12| 11702 551 46.4% 39.00 78.p1
3 4 24| 9073 719 29.9% 6049 6049
4 1 4| 22926 284 71.0% 2547 203F9
4 1 8| 13470 4.84 60.4% 29.93 1193
4 2 16| 10373 6.24§ 39.2%  46.10 92.p0
4 4 32 7607 8.5 26.8% 67.92 67.p2
8 1 8| 13600 479 59.9%  30.22 241)8
8 1 16 9829 6.63 41.4% 43.68 1744
8 2 32| 6916 942 29.4% 6148 122.p5
8 4 64 6960 9.3 14.6% 123.13 123F3
Sequential Performance

1] 1] 1] 65138] 1.0d 100% 18.d9 144)s5

Although the optimal choice for this applicationli:iode 8 cores, this could only be determinedxayréning a variety
of other cases. Additionally, an examination ofstheases give insight into the WRF model’s perfowsaif the time
available to generate the forecast is decreaséddadrigher resolution run is needed (requiring enarsources to complete
in the desired time frame). The 2 node cases weaenimed and still decrease the run time. Althouffltiency has
dropped from the single node performance, theirna has decreased by 1.37 times. Exclusive nodeaust has become
1.46 times more, yielding an annual cost of 19,28% hours. The 3 node cases were examined ahdestiease the run
time, although efficiency has further dropped. Tinetime has decreased by 1.84 times from thdesimgde performance
and the exclusive node core cost has increased@3ytimes for an annual cost of 21,534 core holine 4 node cases
were examined and further decrease the run time avitrop in efficiency. The run time has decredse&.20 times from
single node performance and the exclusive node @asehas increased by 1.82 times for an annualafaz4,072 core
hours. Lastly, the 8 node cases were examined apdird of diminishing returns was reached. Theres wagreater
improvement in the run time using 2 cores per @gsgeover 4 cores per processor. The 8 node 2 pergsrocessor case
decreased run time by 2.42 times over single ned®pnance and increased the exclusive node catebgo3.33 for an
annual cost of 44,048 core hours.



In addition, cases were examined with a single oora single processor per node. These were testthw the code’s
performance if memory from both processors werdlaa to a single core on a single processorhéf code had been
memory bound (and not CPU bound), then it may hmBeen beneficial. As the code was not memory botiisl showed
no performance gain. In fact, the exclusive node cost made this an even less desirable configurat

The last item to be parallelized was the image gdima routines. Images are created after the WRigenhas
completed with the RIP (which stands for Read/rjmtéate/ Plot) tool set so that they may be posteithe website. This
contains sequential codes, but requires multiphs far each domain and each field (i.e. surfacelsyitemperature, hourly
rainfall accumulation, relative humidity, etc.). & butput of RIP for each field is a collection afuhly images in a single
NCAR Computer Graphics Metafile (NCGM). This fileust be split into separate files for each hour emaverted to a
useable web format. The process for each fieldachedomain must be completed in successive ordiexlds to a
pipeline). The average consecutive sequential timénish all these runs for all domains is 29:Bince there are 7
domains (not all of equal dimensions) this colleetof runs can be run concurrently on the same.rRdening the image
processing routines for all domains on 1 node ofi@s returned in 4:47. This is a speedup of 4ig@s. For 7 domains, a
linear speedup would yield a 7 times speedup. Becshe domains are not of equal sizes the perfaenaas less that
linear. Aside from the obvious speed up obtainedunning the image processing routines concurretitttgdditional
fields and domains were added at some future timeetnow exists a methodology to handle this ieaxly linear fashion.

VIl. FUTURE WORK

There is additional work that can be done to imprthe model’s predictive capabilities. Some willphine reliability of
the model in producing a forecast in the requiiatetframe, while others will help the accuracy loé tmodel. A list of
future work includes:

1. Porting the code to another machine. Having a stmgnmachine available when the primary machine
unavailable (whether due to maintenance or higherity users) will better ensure daily operatiosatvice.

2. Portto a hybrid GPU-based parallel architectuffUGntensive portions of the WRF code can taketgadaantage
of GPU [14].

3. Increase horizontal resolution of Hawaiian countiesn 2 kilometer to sub-kilometer. This is depemden
inclusion of sub-kilometer terrain data. In additionore research must be done to investigate th@acy of model
at this resolution. It is not entirely clear howetmodel will behave at a finer resolution and hetie physics
packages used by the model may need to be impenvaddr modified.

4. Inclusion of sub kilometer terrain data. Currerttig model uses 30-second (~0.9 km) terrain data;halhmits it
from running with accurate terrain data at sub+kiéder resolutions.

5. Increase the vertical resolution. The current Useditical level is already higher than commonlgdisbut there is
the potential to improve the accuracy of the optigebulence calculations [15].

6. Extend and validate the forecast from 48 to 72 ktian hours.

VIIl. CONCLUSIONS

A methodology has been created that will produghesolution weather forecasts over the stateafaii utilizing
the next generation WRF model. This methodolodgésised on providing the required forecast in aimi time so as to
still be useful to telescope operators on Haleakéda are trying to determine if future weather dtinds are within their
operational limits. The web output has been chdsegiven telescope operators the necessary fieddsled to make
operational decisions. This will allow better schiy and improve the potential efficiency of telepe operations.
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